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ABSTRACT 

Tlie standard methods for tree searching, 
such as breadth first and depth first searches 
suffer from space and time limitat,ions respec- 
tively. The depth first iterative deepening t,ree 
searching method attempts to overcome the 
limitations of these standard methods of tree 
searching. However, this is not optimal in 
space. 

A new method for searching tree that uses 
reduced amount of space is developed. The 
proposed method is a combination of breadth 
first, minimum space pebbling strategy and 
tjhe modified iterative deepening depth first 
searches. 

I. INTRODUCTION 

Efficient searching of trees is fundamental 
to many areas of study, such as Artificial Intel- 
ligence, Operation Research, and Computer Sci- 
ence at, large. Most, Artificial Intelligence prob- 
lems, especially game-playing, use heuristic in- 
formation to direct tlie search t,liat, is relevant to 
the goal. Since t,he size of a decision or game 
tree encountered in such problems is very large, 
it, becomes physically impossible to completely 
search tlie tree. Thus it becomes important to 
develop an efficient method for searching and/or 
pruning t8he tree. For more details see Knuth and 
Moore [l], Nilsson [2] , and Slagle and Dixon [3]. 

The methods widely used in searching trees 
are hreadth f irst  (BFS) and depth f irst  (DFS) 
searclies and lmth of them have serious liin+ 
tions. For example, breadth first, search requires 
large amounts of space, and depth first search 
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requires too much time for searching and does 
not guarrantee the shortest path solution for a 
graph. Recently, Korf [4] demonstrated the gen- 
erality of depth  f irst  iterative deepening search 
algorithm (DFID), proved its optiinality in time 
for exponential tree searches, and further showed 
its application to different Artficial Intelligence 
problems. The depth first, it#erative deepening 
has some inherent disadvantages. In fact, DFID 
is optimal in time but not in space. The al- 
gorithms that t,rade t,inie for reduced space are 
given in [ 5 ]  and these algorithms are the modifi- 
cations of the existing depth first, breadth first 
and heuristic tree searching algorithms. 

In this paper, we propose a new mixed strat- 
egy of tree searching that is efficient in space. 
The proposed method is a combination of the 
breadth first, the minimum space pebbling strat- 
egy and the modified depth  f irst  iterative deepen- 
ing algorithms (MDFID). The MDFID is opti- 
mal in space while retaining the time optimality. 

We will analyze the complexity of the algo- 
rit,hins using three para,inet,ers : t,he depth (cl) 
of the tree, the node branching factor (b), and 
t,he coinputat,ional efficiency described as the to- 
tal number of nodes generat#ed during t,he search. 
The branching fact,or is the number of childreii 
of each node, averaged over the entire tree. The 
time cost of a search in a tree is the number of 
nodes that are examined during the search. The 
space cost is t,he number of nodes that need to 
be stored during the search . 

The remainder of t,he paper is organized a,s 
follows : Sectipn - I1 reviews the current, search 
met,hods, section - I11 introduces the new mod- 
ified depth first iterative deepening method and 
presents an analysis of the complexity, and sec- 
tion - IV concludes the paper. 
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11. CURRENT SEARCH METHODS 

Several algorithms have been suggest#ed over 
t8he years for doing efficient, tree searching. In 
t,liis section some of the well known exist,ing tree 
searching methods are reviewed. 

Breadth First Search (BFS) 
The Breadth first search examines all t,lie 

nodes one step away from the root node, then 
t,wo streps away from the root node and so on 
until the goal node is reached. In the worst case, 
the BFS must examine all the nodes up to a 
depth d wliich can be described as follows: 

T = b + b 2 + b 3 +  . . . +  b d = O ( b d )  (2.1) 

On t,lie average, half of these nodes must lie ex- 
amined , leading t,o a time coniplexity of ~ ( b ' ) ) .  
Also since all nodes at  the previous step must 
be stored to generate the nodes at  the next step, 
BFS has a space complexity of O(bd-l)  which is 
O ( b d ) .  

Depth First Search (DFS) 

The depth first search examines t,lie descen- 
dants of the most recently examined node and 
cont,inues until some cutoff depth is reached . 
Only tlie nodes on the path from the initial node 
to the current node need to he stored, and hence 
DFS has space coniplexit,y of O(d)  and time coin- 
plexity of O(bd).  Thus DFS is tinie bounded 
rather than space . It also has t8he problem 
that tlie iiiiproper selection of the arbitrary cut- 
off depth could result in the failure of tlie search. 

Minimum Space Pebbling Strategy 
(MSPS) 

In minimum space pebliling strategy, all the 
leaves in the tree can be pebbled by only one 
pebble that follows a unique pat,h connecting the 
root to the leaf [5]. Once t,he single pebble used 
reaches a leaf, then to pebble the next leaf, it  is 
requirecl to start froin the root and entirely re- 
peat the same process. Thus t,he space required 
for this niethod is O(1). However, t,liis method 
suffers from the time complexity of O(dbd) .  

Depth First Iterative Deepening Method 
An algorit,hin t,liat eliminates the dra.wbacks 

wit,li earlier two t,ecliniques, as suggest<ed liy Korf 
[4] is now described. It is called Depth First 

It,era.tive Deepening Method (DFID) and can be 
described as follows: 

1) First perform a depth first search to depth 
one. 

2) If no solution is found, then discard all tlie 
nodes generated in the earlier search, do a 
depth first search to depth two, t,hree and so 
on unt8il t,he solution is found or the entire 
t8ree has been traversed or the cutoff depth 
lias been reached. 
Now we analyze the DFID by the three pa- 

rameters ment,ioned earlier. The nodes at depth 
d are generated once during the final iteration of 
the search, the nodes at depth (d - 1) are gener- 
ated twice and so on. Thus tlie total time, which 
is proportional to the total number of nodes gen- 
erated, can be computed as follows: 

T = bd + 2bd-l + . . . + db (2.2) 

which is less than b d ( l  - l /b ) -2 .  However (1 - 
~ / b ) - ~  is a constant, leading to a time coniplex- 
ity of O(bd).  Since at  any stage, DFID is doing 
a depth first search for one level at  a time, the 
space complexity is O(d)  and the path to the so- 
lution is t,he shortest. However, it  lias the short- 
coming that computations done at lower levels 
are wasted. 

111. THE PROPOSED METHOD 

The proposed method has three phases. In 
each of these three phases, an appropriate search 
is performed so that the computation and space 
requirements can be reduced. 

PHASE I 
St,arting at the root of the search tree , per- 

form BFS for the next log (logd) levels. Let 
k = log cl, where d is tlie cutoff depth of t,lie 
search. All logaritliniic quantities used in this 
paper have base b (branching factor). The time 
complexity for this phase is 

log 12 

= O(l0gd) 

and tlie space required for this phase is 
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SI = k = O(l0gd) ( 3 4  

At, t,lie end of ttliis phase the log d nodes at  depth 
log k are stored. These are used to generate the 
lower level nodes and are needed until the entire 
search tree lias been traversed. 

P H A S E  I1 
If t,he goal lias not, been found in phase I, 

then DFID is executecl from depth (log k + 1) 
down to depth (log k + log d ) .  This is repeated 
for all subtrees having their root at  depth log k .  
This pliase is terniiiiated when log d iterat,ions 
have been carried out or a goal node is reached. 

Since DFID is performed for logd subtrees 
mcli with log d levels. The time required for this 
1)liase is derived from ( 2 . 2 )  as follows. Let Q = 
( l o g d  - 1) . 

IC-1 

T2 = k E(k - i)bi+' = (logd). 
i = O  

((log d ) b  + Qb2 + . . . + 2bQ + blog d ,  

= O(dl0gd) 
(3.3) 

Because it, is required to store logd nodes at  
tleptli l o g k  arid another logd nodes for DFID, 
the space required for this phase is 

s2 = k + k = 2 l o g d  = O(l0gd) (3.4) 

P H A S E  I11 
This phase is invoked if a goal node has not 

heen fourid in phase I and 11. The search t,ech- 
niqne used in this phase is called Modified Iter- 
ative Deepening Depth First search (MDFID) . 
First, for each subtree liaving its root at depth 
log (log d ) ,  perform MSPS clown tJo log (log d )  + 1 
and then DFS down to log (log d )  + log d + 1 for 
t,he blog(l0g d)+ l  subtrees. Then again for each 
s u h e e  liaving its root at depth log (log d )  ) per- 
form MSPS down to depth log (log d )  + 2 and 
then DFS down t,o log ( l o g d )  + logd + 2 for all 
the b l O g  (log d)+2 subtrees. This process is cont,in- 
ued until eit,lier a goal node is reached or all the 
nodes at  depth d are generated. 

The time complexity of this phase is ana- 
lyzed as follows. Let P = ( d  - k - logk + l). 
Nodes examined for log d subtrees having their 
root, at log (log d )  during minimum space peb- 
hling from depth log (log d )  to depth : 

log log d + 1 : nodes examined = (2b')  log d 

log log d + 2 : nodes exanzi,ned = ( 3 b 2 )  log d 

loglogd + (d  - k - logk) : 

nodes examined = ( Pbd-lc-log le 1 1% d 

Therefore t8he t80tral nodes examined by the min- 
iniuiii space pebbling strategy is 

1 (3.5) T, = k [ 2 b  + 38' + . . . + Pbd-'-log IC 

At each stsage DFS is performed for a dept,h of 
k .  The number of nodes examined by DFS from 
dept,li log k + 1 to log k + 1 + k is ( b  + b2 + . . . + 
b'")b'"gkf1.  Therefore the total number of nodes 
examined by DFS, till it  reaches the depth d is 

T d  = ( b  + b2 + . . . + b k ) .  

1 
(3.6) 

(3 .7)  

(blog k + l  + blog k+2  + . . . + bd-k-log k 

Thus the total nodes examined in phase I11 is 
given by 

T3 = Td + Ts 
Let 1 = ( d  - logk - k:) and p = (d  - 2logk - 
k )  . After some algebraic manipulation T3 can 
be written as 

T3 = kb(bk - 1) b(bP - 1) + k [  (1 + l ) b l + 2  - 
(b - l)z ( b -  1) ( b -  1) 

( b  - 1 ) 2  
( ( 1  + 2)bl+l + b2 - 2b}] 

1 

(3.8) 
Neglectsing (b2 - 2b) from equation (3.8), we get 

Assuming bk >> 1 and b P  >> 1, we get 

kb2 ( 1  + 2 )  -1 ( b -  1)2 bbk 
(3.10) 
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Now, using the fact t81iat bk = b l o g d  = d in equa- 
t8ion(3.10) T3 can be further simplified as 

bdb2 1 ( I  + 1) (Z+2) 
T3 = ~ ( b -  1)2 [:+7- X. -1 bd 

Assuming & M 1, T3 is written as 

1 ( I + l )  (Z+2) -1 (3.11) T3 = b d [ -  + ~ - 
bd k d 

Therefore 
T3 = O(bd) (3.12) 

Since the log d nodes at  a depth log (log d) and 
another logd nodes for the performance of DFS 
must be stored, the space requirement for this 
phase is 

S3 = k + k = 210gd = O(10gd) (3.13) 

Based on the above analysis, we now stat8e a the- 
orein for the performance of our new method. 

Theorem 3.1 
For k = logd, the total time and space re- 

quired for this search are T = O(bd) and S = 
O(1og d) respectively. 

proof: 
Froni equation (3.1),(3.3) and (3.12), t8he t,o-. 

tal number of nodes generated during the search 
can be expressed as follows: 

Also from equation (3.2),(3.4) and (3.13), the 
total space required for this search is 

S = O(l0gd) 

Performance Analysis of 
The Proposed Method 

The performance of the proposed niet,liod 
over the existing tree searching methods is suni- 
marized in table (3.1). Carlson's method [5] of 
tree searching is also included in table (3.1) for 
tlie comparison of t,he performance of the pro- 
posed method. Carlson modified the standard 
DFS and BFS methods of t,ree searching by us- 
ing the miniiniini space pebbling storategy wit,h 
DFS and BFS. On the other liancl, tlie proposed 

method is based on the modified iterative deep- 
ening depth first search. Even though the pro- 
posed method and Carlson's method have the 
same order of time and space requirements, the 
proposed method has the advantage that it finds 
the solution along the shortest path. 

Table 3.1 - Performance of the proposed 
met hod compared with the existing 
methods 

Method Time Space 

DFS 
DFID 
MSPS 
Carlson's Method O(bd) O(1ogd) 

IV. CONCLUSION 

The proposed inethod of tree searching re- 
duces the space requirements coinpared to the 
existing BFS, DFS and DFID methods, with- 
out increasing the order of the time complexity. 
However, there is a time space trade off inherent 
in this problem, since the strakgies using min- 
imum space require t,ime greater than linear in 
the size of the tme. This inethod may be applied 
in any searching problem where BFS,DFS,DFID 
or any other standard searching methods is ap- 
plicable. 
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